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LINEAR REGRESSION

CHEBYSHEV INEQUALITIES

CONVERGENCE 

LAWS OF LARGE NUMBERS



Plan for Today

1. Conditional expectation as a predictor

2. Linear Regression

3. Chebyshev Inequalities

4. Types of convergence of Random 

Variables

◼ convergence almost surely

◼ convergence in probability

5. Laws of Large Numbers

◼ Weak LLN

◼ Strong LLN



Conditional Expectation as an approximation

1. Theorem:



Linear regression

1. Best (in terms of average square 

deviation) linear approximation of 

variable Y with variable X, i.e. aX+b:

minimizes

solution:



Chebyshev Inequality

1. Sometimes we are only interested in 

inequalities of the type

2. Chebyshev inequality



Chebyshev Inequality – derivates

3. Chebyshev inequality for



Bernstein Inequality

4. Bernstein inequality:

also:

5. Examples



Comparison of inequalities

ε n
Chebyshev-

Bienaymé
Bernstein

0,1 100 0,25 0,2707

0,1 1000 0,025 4,1223E-09

0,05 100 1 1,2131

0,05 1000 0,1 0,0135

0,05 10000 0,01 3,8575E-22

0,01 100 25 1,9604

0,01 1000 2,5 1,6375

0,01 10000 0,25 0,2707

0,01 100000 0,025 4,1223E-09



Types of convergence: 

1. Almost sure convergence



Types of convergence – cont. 

2. Convergence in probability

3. Almost sure convergence 

convergence in probability



Properties of limits of RV

4. Theorem



Weak Laws of Large Numbers

1. Weak Law of Large Numbers for the 

Bernoulli Scheme



Weak Laws of Large Numbers – cont.

2. Weak Law of Large Numbers for 

uncorrelated random variables



Weak Laws of Large Numbers – cont. (2)

Examples

◼ independent events

◼ variances without bounds → NO

◼ correlated RV → NO

◼ embarrassing question



Strong Laws of Large Numbers

1. Strong Law of Large Numbers for the 

Bernoulli Scheme



Strong Laws of Large Numbers – cont. 

2. Kolmogorov’s Strong Law of Large 

Numbers

flaw: we do not know the rate of convergence

uses: many, e.g. verification of the probabilistic 

model, MC methods


