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CONDITIONAL EXPECTATION
LINEAR REGRESSION



Plan for Today

1. Conditional expectation
2. Linear regression
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Conditional Expectations

1. Intuition
2. Definition in the discrete case:

Let (X.Y) be a discrete random vector such that EY exists.
For any x € R such that P(X = x) > 0. we define the
conditional expected value of variable Y given

X = x as the expected value of a random variable

with distribution p(A) =P(Y € A|X = x).

That is, if S, ={y e R:P(X =x.Y = y) > 0}, we have
E(Y]X = 1) = Xyes, yP(V = y|X = 0).
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Conditional Expected Value of discrete RV

3. Example:
B double 0-1
B function of X

4. Transformations

Let (X.Y) be a discrete random z*ector and uT, R—R
a Borel function such that E|o(Y e then
have that for any x such that P( X = 1) > O

E(p(Y)|X =2) =3 e, aﬁ(y)P(Y = IA = 1),

where S, ={y e R:P(X =2.Y =y) > 0}.
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Conditional density

5. Definition
Let (X,Y) be a continuous random vector with density
g:R* —[0,00). Let gx(x) = [22 gl y)dy > 0
be the marginal density of X. For all x € R, we define
conditional density of variable Y qgiven
X = x as the function

1) if g () > 0

v (ulr) = ¢ 9x (@)
gy ix (y|7) {f(g) otherwise,

where f: R — [0,00) is any density function of our choice.




Conditional density — cont.

6. Properties:
B density
B corresponds to conditional probabillity
B different functions possible
B OK for independent variables

/. Examples:

B uniform distribution over square
B “chain rule’
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Conditional Expected value of continuous RV

8. Definition

Let (X,Y) be a continuous random vector with density
g:R? —[0,00). such that E|Y| < co. For all v € R

we define the conditional expected value of variable
Y given X = x as the expected value of

a random variable with density f.(y) = gy|x (y|z), i.e.
E(YX =) = |7 ygvix (y|r)dy.

9. Example
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Conditional Expected value of continuous RV -
cont.

10. Transformations:

Let (X.Y) be a continuous random vector with density
g:R?*—1[0,00), and ¢ : R — R be a Borel

function such that E|p(Y
for any x € R, E(p(Y)

X =)= .f_m &J(H)Q} X yIi- dy.
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Conditional Expectation

11. General definition of conditional

expectation
Let (X,Y) be a random vector, such that E|Y| < oc.
The conditional expected value of Y given X,
demoted as (Y | X). is a random variable such that

E(Y|X) =m(X), where m(x) =E(Y|X = x).

12. Examples

R



Properties of Conditional Expectations

13. Properties of expected values

Let X.Y.Z : Q) — R be random variables such
that E|X|,E|Y| < oco. We have:
(1) If X >0, then E(X|Z) > 0.
(i) [E(X]Z)| < E(|X][Z).
(i11) For any a,b € R we have

E(aX +bY|Z) = aR(X|Z) + bE(Y

7).
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Properties of Conditional Expectations — cont.

13. Specific properties

Let XY : Q) — R be random variables such that
’ ‘e have that

X)) < oo and E(E(Y

(1) E|E
(i1) If X and Y are independent, then E(Y|X) = EY .
(111) If h(X) 1s a limited random variable, then

E(h(X) - Y|X)=hX)EY|X).

X)) =EY.
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Conditional Probability

14. Definition

Let X be a random wvariable. For any event A € F.
we define

P(A|X) = E(14]X)
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Linear regression

1. Best (in terms of average square
deviation) linear approximation of
variable Y with variable X, I.e. aX+b:

minimizes
fla,b) =E(Y —aX —b)?
solution:
Cov(X.Y ‘ov(X.Y
. Lo T( : ) D _mY C mT( X ,} ) Ty
VarX Var X
N LT PXY oy



Conditional Expectation as an approximation

1. Theorem:

Let X.Y : Q) — R be random wvariables such that
EY? < 0o. Then, the function ©* : R — R,
such that p*(r) = E(Y | X = x), satisfies:

E(Y — o (X)?
= min{E(Y — o(X))?: ¢ is a Borel function : R — R}.
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