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INDEPENDENCE OF RV



Plan for Today

1. Expected value and covarance matrix of
a RV

2. Independence of random variables
3. Multidimensional Normal RV
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Expected value and covariance matrix

Definitions:

Let (X.Y') be a two-dimensional random vector,
Then, we have:
(i) If X andY have expected values, then the expected
value E(X,Y) of the vector (X,Y) is the vector (EX,|EY).
(ii) If X and Y have variances, then the covariance
matrix of the vector (X.Y') is the matrix
Var X Cov(X,Y)
Cov(X.,Y) VarY

For higher dimensions (R®, d > 3). we have, similarly:
the expected value is the vector (EXy,EXs, ..., EX,),

and the covariance matriz is the matriz (Cov(X;, X;))i1<ij<d-
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Properties of EX and the covariance matrix

Let X = (X1, Xo. ..., X,,) be a random vector of

dimension n, and A — a m X n matrir.
(i) If X has a finite expected value, then AX also has a
finite expected value, and E(AX) = AEX.

(11) If the covariance matriz (Qx of the vector X exists,
then there exists also the covariance matrixz of the vector

AX . and it is equal to Q 4y = AQ~ A,
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Independent RV

1. Definition of independence

Variables Xy, ..., X,, : Q@ — R are independent,
if for any sequence of Borel sets By, Bs.....B,. we have
P(J&fl - Bl_. Xo € Bg_. s _._}(.ﬂ_ - Bﬂ_)

=P(X,e B -P(XoeBy)-...-P(X,, € B,).
2. Independence of discrete RV

Let X1.Xo, ..., X,, be discrete random variables with
supports Sx.. respectively. In this case, X1, Xo,..., X,
are independent if and only if for any sequence xy. To. ..., I,
such that x; € Sx,, 1 =1.2.....n, we have
;s I[D(*Xrl — L, Xo = LYy _-)(n. — Iﬂ.) -
NV P()(l = ;1?1) : P(J (o = ;ITQ) - P()(n — In).



Independent RV - cont.

3. Example

4. Independence of continuous RV
Let X1.Xo,....X,,: 2 = R be continuous

random variables with probability densities g1.qo, . ... G,
respectively. In this case, Xq. Xo. ..., X, are independent

of and only if g: R" — [0, 00), defined as

g(Ilr Lo, ... _'In) — gl(Il) | _{}2(;172) e’ gﬂ-(Iﬂ-)r
15 a density function of the distribution px, x,

5. Examples

B uniform distribution on square
M _uniform distribution on circle
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Independent RV — cont. (2)

6. Transformations of RV
Let X1,1_-X1} e Ny, Xoq, Noo, .., X2 ko

X1 Npos o, Xy, be mdependent
random mrzab]m and p; R - R, i=1,2,.... n
be Borel functions. We then have that the variables
7 o s s s
}1 — Fl(‘xlglr )&1,27 <. r‘xl,k‘l)r
Ve . ' ' '
}2 — "_:'-"Q(JXQI )322 e _'JXQ.‘.IGJQ)_'

7 L r ra .
}-n — Hrfn,(fxn 1 fxn 3y . . _-*”X-n,,kn)

are independent.
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Properties of independent RV

2. Expected value of product

Let Xq. Xo, ..., X, be independent random variables
with expected values. Then, the variable X = X{- Xy -...- X,
also has an expected value, and we have

EX —E(X;-Xo-...-X,) =EX,-EXs-...-EX,.

3. Example

4. Covariance of independent RV
Let X and Y be independent random variables, such that

E|XY| < 0o. We then have Cov(X.Y) = 0.
5. Non-correlation
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Properties of independent RV — cont.

6. One-way implication only!
iIndependence = non-correlation but

< IS NOT TRUE!
/. Example — uniform distribution on circle

8. Sum of variances
Let X1, Xo,.... X,, be imdependent random variables with
finite variances. Then, the variable X = X1+ Xo + ...+ X,
also has a finite variance, and we have

VarX = Var(X; + Xo+ ...+ X))
= Var(Xy) + Var(Xs) + ... + Var(X,).
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Properties of independent RV — cont.

6. One-way implication only!
iIndependence = non-correlation but

< IS NOT TRUE!
/. Example — uniform distribution on circle

8. Sum of variances
Let X1, Xo,.... X, be +de = random variables with

finite variances. Then, the z*anabh“ X=X+ Xo+...+ X,
also has a finite variance, and we have

VarX = Var(X; + Xo+ ...+ X))
= Var(X;) + Var(Xy) + ... + Var(X,,).
T .2 Z (j(_}\r(\){.‘; . j{‘ }) :
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Properties of independent RV — cont. (2)

9. Example — sum of points on dice
10. Convolution of density functions

Let X and Y be independent random variables with
densities gx and gy . respectively. Then, the

density of the variable X +Y may be presented as a
convolution of densities gx and gy :

gx+y (1) = gx * gy (1)
= Jrgx()gy (t —x)dr = [z gx(t —y)gyv(y)dy
11. Example
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Convolution of densities — example
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Multidimensional Normal RV

1. Definition

Let m = (my.mo.....m,) be a vector in R"™ and let A be
a positive definite n X n matriz (i.e. such that @' Ax > 0

for any nonzero vector x € R™). A distribution with density

()‘(1) — (\2{?{% exp (_ (1=—r?1.}t54(1=_-1n.)) | e R”’

1s a normal distribution with mean m and a covariance
matriz () = A™L.

2. Affine transformations of normal RV

X



Two-dimensional normal RV

3.

glx,y) =

wo-dimensional normal RV with mean

m = (my,m2) and a covariance matrix Q

\/(1.11(1.22 — %y
2T

1 ..
- exp (—5(011 (2 —my)* + 2a19(x — my ) (y — may) + ags(y — 'Ni-g)g)>
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Two-dimensional normal RV

3. Two-dimensional normal RV with mean

m = (m1,m2) and a covariance matrix Q
Vdet A

(z—m)t A(x—m)

11 A
A= {

1
(12 A2



Condition of independence of normal RV

4. Theorem
Let X = ()(1_. )(Q

. X,,) be a normal variable, and let

X1, Xo,.... X, be uncorrelated. Then, X1, Xo, ..., X,

are independent.
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