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RANDOM VECTORS - MULTIDIMENSIONAL RANDOM
VARIABLES



Plan for Today

. Definition of a Random Vector
. Joint and marginal distributions

Discrete and continuous RV
Expected values of functions

. Covariance, correlation

Expected value, variance
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Random vectors

1. A random vector (X, X,, ..., X})
2. The joint distribution of a random vector:

The (joint) distribution of a random vector
X = (X, Xo, ..., X,,) is a probability measure juy
defined over (R™, B(R™)). such that
nux(A) =P(X € A).
3. Marginal distributions:

iy, (B) =P(X; € B) for BCR,

such that for A:Rx...xRxBxRx..ixR

1—1 n—1
yve have
w Wl Faculty of P(JX; c B) — P((.Xrl ){2 ,,,,, ,Xrﬂ) & rl) — /u}x(fl)




Random vectors — cont.

4. Example: joint distribution is more than
the aggregate of marginal distributions.

5. Cumulative distribution function:

T'he cumulative distribution function of a random
vector (X,Y') is a function Fixyy : R* — [0.1], such that
Fixyy(s.t) =P(X <s, Y <1).

6. No simple definitions of quantiles...
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Random vectors —types.

7. A discrete RV
A random vector (X,Y) 1s discrete, if there
exists a countable set S C R?, such that

pxy)(S) = 1.
8. Components are also discrete,
marginals obtained by summation

9. A continuous RV
A random vector (X,Y') is continuous. if there
erists a density function, i.e. a function g : R* — [0, 00),
such that for any A € B(R?). we have
ey (A4) = (14 g, y)dady,
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Random vectors —types (cont.)

10. Examples of continuous RV:
B drawing from a unit square
B drawing from a circle
B a different type of density

11. Marginal distributions of continuous RV:

Let (X,Y) be a random vector with density g. The
marginal distributions of X and Y are also continuous.
and the respective densities are equal to

gx(v) = [pglr,y)dy,  gv(y) = Jgg(r,y)dr.
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Random vectors — types cont (2).

11. Marginal distributions (cont.)

More generally, if an n-dimensional random vector has
a joint density function g, then the i-th component is
continuous with density g;. such that

gi(x;) = [[Jgn-1 g(x1, 20, . .., 2p)drydy .. dr_ydriy ... day,
(the integral is over all variables other than X;).

12. If marginals are continuous, then the
joint distribution need not be.
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Characteristics of random vectors

13. Expected values of functions of the
components of a RV:

(1) Let (X,Y) be a discrete random vector with support S,
and let ¢ : R* — R be a Borel function. Then,

Eo(X,Y) =X wyes 0@, y)P((X,Y) = (z.y))

(if the sum converges absolutely).

(11) Let (X,Y) be a continuous random vector with density
g and let ¢ : R* — R be a Borel function. Then,
Eo(X.Y) = [|pe o2, y)g(x, y)dady

(if the expected value exists).
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14. Examples
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The covariance and correlation coefficient

15. Definitions

Let (X,Y') be a random vector, such that X and Y have
expected values, and such that E|XY| < oo. The
covariance of variables X and Y is the value
Cov(X,Y)=EX —EX)(Y —EY).

If. additionally, the variances of the two random variables
exist, and VarX > 0 and VarY > 0, we may define the

(Pearson’s) correlation coefficient of variables X and 'Y

- Cov(X\Y) Cov(X.,Y)
S . — — .
a: 'O(X } ) v VarX -VarY OXO0Y
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Covariance and correlation coefficient — cont.

16. Properties:

iInvariance to shifts

bilinearity of the covariance

variance as a special case

simplifying formula:
Cov(X,Y)=EX.Y)-EX- -EY.

capture the linear relationship, in other

cases may be misleading
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Correlation coefficient — properties

17. Schwarz inequality

Let XY : Q) — R be random variables such that
EX? < 0o and EY? < 0o. We then have

HE)(‘}/T < (EJYQ)I/Q(E}JQ)UQ‘

Furthermore, we have an equality if and only if there
exist two numbers a,b € R not simultaneously equal
to zero, such that P(aX =0Y) = 1.

18. Consequences for the correlation coef.

Let X.Y : Q) — R be random wvariables with finite
nonzero variances. Then |p(X.Y)| < 1. Furthermore, if
p(X,Y)| =1, then there exist two numbers a.b € R,

such that Y = aX + b.
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Expected value and covariance matrix

19. Definitions:

Let (X.Y') be a two-dimensional random vector,
Then, we have:
(i) If X andY have expected values, then the expected
value E(X,Y) of the vector (X,Y) is the vector (EX,|EY).
(ii) If X and Y have variances, then the covariance
matrix of the vector (X.Y') is the matrix
Var X Cov(X,Y)
Cov(X.,Y) VarY

For higher dimensions (R®, d > 3). we have, similarly:
the expected value is the vector (EXy,EXs, ..., EX,),

and the covariance matriz is the matriz (Cov(X;, X;))i1<ij<d-
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